The Algorithm Will See You Now:
HOW AI’S HEALTHCARE POTENTIAL OUTWEIGHTS ITS RISK
Startup companies using artificial intelligence (AI) for healthcare raised a record amount of funding in the second quarter of 2019, raising $864 million through 75 deals.¹ This indicates a strong confidence in the industry that healthcare organizations will adopt AI more broadly in the near future. AI in healthcare is poised to change physicians’ practices and patients’ experiences in the most fundamental ways and holds great promise for improving patient safety.

At the moment, the sweeping benefits of health technology are still emerging: Improved accuracy of diagnosis, precision medicine, early detection, personalized medicine, and cheaply reproducible drugs are just a few of the ways the healthcare community can expect AI to make the practice of medicine safer and more efficient. As the nation’s largest physician-owned medical malpractice insurer, we advance the practice of good medicine by reducing risk. To this end, we support the integration of AI for its potential in reducing litigation risk, particularly from misdiagnosis—the leading allegation in medical malpractice suits.²

Our analysis of more than 25,000 claims and suits revealed that in cases with incorrect diagnoses, inadequate assessments were the most common factor. A tool like AI could support physicians with a second opinion or a deeper layer of understanding. To give just one example, machine learning—a subset of AI concerned with pattern recognition—can help accurately identify the key indicators of a particular illness or injury. This could include symptoms that may otherwise be missed or diagnosed much farther down the line. AI systems are already capable of detecting minute anomalies that would be imperceptible for even the most experienced physicians.

If AI tools can consistently deliver these levels of precision, they could have the additional advantage of reducing the practice of defensive medicine—medical responses undertaken primarily to avoid liability. In a near future where misdiagnoses and associated malpractice suits are markedly reduced, physicians should be less inclined to order superfluous tests, procedures, or visits that their judgment deems unnecessary (but which the legal climate often requires).

GLOSSARY

Black box systems
An opaque system that can be viewed only in terms of its inputs and outputs, with no knowledge regarding its internal workings or how it generates its inferences or classifications.

Deep learning algorithms
A kind of machine learning that runs data through several “layers” of artificial neural networks. Unlike machine learning, a deep learning network identifies raw data and a task to perform, such as an image classification, and it learns how to do this automatically.

AI or computer hallucinations
An interpretation error, for instance with machine learning, that can cause AI systems to misclassify what they might otherwise classify correctly.

Machine learning algorithms
Machine learning is a subset of artificial intelligence that “learns” as it identifies patterns in labeled data. The machine learning algorithm turns these data learnings into a model, which can then be applied to new data to make predictions or inferences.
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A third of U.S. physicians are already using AI in their practices, and many believe there is ample reason to think this advanced technology can help address diagnostic errors, the largest cause of malpractice claims. However, there are still unresolved questions about the risks. AI technology is still in the early stages of deployment in clinical practice throughout the U.S., but the number of users is likely to rise in coming years. Leading healthcare institutions see AI as the front-runner in new technologies for reducing risk.

Q: Generally speaking, are you optimistic about the prospects of AI in medicine?

53% of physicians surveyed are optimistic about the prospects of AI in medicine.

“The most exciting thing about AI is that by using big data, we can better see associations between objective and subjective findings and diagnosis. Also, it is exciting to be able to create assessment tools for early warning signs for the progression of illnesses.”

—Michael Brodman, MD
Ellen and Howard C. Katz Chairman’s Chair
Department of Obstetrics, Gynecology, and Reproductive Science • Icahn School of Medicine at Mount Sinai

Q: Do you use AI technology in your practice?

35% of physicians surveyed are using AI in their practices.

“While AI applications aimed at clinical care already exist, they are not yet widely adopted. Businesses advancing AI applications have tended to focus on tractable problems that deliver economic value to customers such as revenue capture. By contrast, the financial impact of AI applications that focus on frontline clinical care has yet to be proven to an extent where investment by purchasers is justified. There are other factors that contribute to the slow adoption. Clinical data are messy, and acceptable means of inserting these insights into workflows are still not well established. These challenges will ultimately be addressed, permitting scalable adoption of these new tools.”

—Peter Bonis, MD
Chief Medical Officer
Division of Clinical Effectiveness
Wolters Kluwer
A majority of physicians believe AI will ultimately benefit both patients and physicians when it comes to the speed and accuracy of diagnoses.

Q: Do you believe that AI will ultimately benefit both patients and physicians when it comes to the **speed** of diagnosis? 66% of physicians surveyed believe that AI will lead to faster diagnoses.

Q: Do you believe that AI will ultimately benefit both patients and physicians when it comes to the **accuracy** of diagnosis? 66% of physicians surveyed believe that AI will lead to more accurate diagnoses.

---

The foreseeable **benefits** from healthcare AI include:

- Assistance with case triage
- Enhanced image scanning and segmentation
- Improved detection (speed and accuracy)
- Supported decision making
- Integration and improvement of workflow
- Personalized care
- Automatic tumor tracking
- Disease development prediction
- Disease risk prediction
- Patient appointment and treatment tracking
- Easing workload to prevent physician burnout and distractions that compromise doctor-led diagnosis
- Making healthcare delivery more accessible, humane, and equitable
- Increasing physician competency to enable patient-physician trust.

---

The foreseeable **risks** from healthcare AI include:

- False positives/negatives
- Systems error
- Overreliance
- Unexplainable results
- Unclear lines of accountability
- New skill requirements
- Network systems vulnerable to malicious attack
- Seeing things that don’t exist (AI hallucination)
- Augmenting biased or unorthodox behavior
Of all medical specialties, initial applications of AI are likely to affect radiology most directly. Diagnosis-related claims accounted for 67 percent of all diagnostic radiology claims in a study of closed claims between 2013 and 2018 conducted by The Doctors Company. In interventional radiology claims, the second-highest case type was “improper management of treatment course.” Many of those cases were related to primary care physicians’ management of treatment.

In diagnosis-related radiology claims, patient assessment was a contributing factor in 85 percent of the claims, including misinterpretation of diagnostic studies and failure to appreciate and reconcile relevant signs, symptoms, and test results. The top injury in diagnosis-related cases was undiagnosed malignancy, occurring in 35 percent. AI may offer a way to significantly reduce the incidence of failure-to-diagnose and the misinterpretation of diagnostic studies.

The advent of systems that can quickly and accurately read diagnostic images will undoubtedly redefine the work of radiologists and assist in the prevention of misdiagnoses. The majority of AI healthcare applications use machine learning algorithms that train on historical patient data to recognize the patterns and indicators that point to a particular condition. Although the best machine learning systems are possibly only on a par with humans for accuracy in making medical diagnoses based on images, experts are confident that this will improve over time as developers train AI systems on millions-strong databanks of labeled images showing fractures, embolisms, tumors, etc. Eventually these systems will be able to recognize the most subtle of abnormalities in patient image data (even when indiscernible for the human eye).
Radiologists have sought ways to help primary care physicians provide the best care, with strategies such as placing the most important findings first in the report and calling attending physicians with serious or confusing findings. AI can be an additional tool to help attending physicians better understand the findings and follow through with recommended tests or referrals.

Though there are legitimate concerns about radiologists being replaced by AI, they should not distract from the undeniable potential of these tools to assist physicians in identifying patients for screening examinations, prioritizing patients for immediate interpretation, standardizing reporting, and characterizing diseases.8

Initial research of AI applications in radiology shows success in:

- Performing automatic segmentation of various structures on CT or MR images, potentially providing higher accuracy and reproducibility.9
- Automatically detecting polyps during colonoscopy, which assists in increasing adenoma detection, especially diminutive adenomas and hyperplastic polyps.10 Investigators found that the AI system significantly increased the adenoma detection rate (ADR) (29.1 percent vs. 20.3 percent; P <.001), as well as the mean number of adenomas detected per patient (0.53 vs. 0.31; P <.001).
- Making better diagnostic decisions through the use of a radiologist-trained tool that provides a summary view of patient information in the electronic health record (EHR) so radiologists can easily uncover relevant underlying issues.11
- Prioritizing interpretation of critical findings that a radiologist might otherwise be unaware of until the study is opened. Such solutions allow for faster reading of cases that have high suspicion for significant abnormalities.

Case study

A stroke protocol patient is brought in from the emergency department (ED). The CT scanner has a brain hemorrhage detector built into its display software and is able to immediately notify the team that there is a hemorrhage. At that point, the radiologist confers with the ED physician and other clinical team members so that CT angiography can be performed while the patient is still on the table, enhancing workflow and efficiency for the patient.12
A 60-year-old male with no prior imaging is admitted to the ED for shortness of breath. A chest radiograph is obtained as part of the initial workup. The algorithm evaluates the image and determines whether the patient’s heart is enlarged. The radiologist is informed of this categorization at the time of interpretation. Additionally, the algorithm is able to evaluate for enlargement of the left atrium (or other specific chambers).13

Case study

A female patient is scheduled for a scan to investigate a right-sided rib lesion, but existing imaging data shows that the lesion is on the left. A new data integrity system called CREWS (Clinical Radiology Early Warning System) is being developed at Mount Sinai to detect numerous classes of discordant data and advise a patient’s physician before scanning to ensure imaging addresses the correct clinical scenario.

(From email correspondence with Bradley N. Delman, MD, MS, August 2019.)

“Even the most straightforward of diagnoses requires a clinician’s time to understand and manage. AI algorithms working in the background, monitoring patient data, could minimize many diagnostic delays we have historically considered acceptable. Here is a real-world example: Whereas the diagnosis of subarachnoid hemorrhage on a head CT has historically required a radiologist’s eye, convolutional neural networks can now detect many instances of hemorrhage with reasonable enough accuracy to prioritize in the radiologist’s queue for a formal interpretation. As a result, cases with the highest urgency can be elevated for more prompt attention. Everyone will benefit from more streamlined diagnosis.”

— Bradley N. Delman, MD, MS
Associate Professor, Vice Chairman for Quality, Performance and Clinical Research
Department of Diagnostic, Molecular and Interventional Radiology
Icahn School of Medicine at Mount Sinai
Radiology AI brings the promise of quicker, more integrated tools that provide accurate diagnostic support for physicians, while easing workflow and lightening the administrative burden in clinical settings. Though the healthcare community can expect to wait for the technology to improve (and for relevant approvals) before these tools are considered mainstream, early studies are promising for patients and physicians alike.

**Detecting and Predicting Cancer**

AI systems are also yielding promising results in the diagnosis—and even the treatment—of a range of different types of cancer. A recent closed claims study by The Doctors Company determined that “undiagnosed malignancies” were the third most common alleged injury in medical and surgical oncology claims. In 29 percent of oncology claims, patients alleged that there was a failure or delay in diagnosing their illness, and inadequate patient assessments were a contributing factor in 46 percent of the claims, suggesting an opportunity for AI assist in physician diagnosis of cancer.

<table>
<thead>
<tr>
<th>Oncology-related AI is showing success in:</th>
</tr>
</thead>
<tbody>
<tr>
<td>▶ Detecting metastatic breast cancer. Google AI boasted a 99 percent success rate in detecting this form of cancer.(^\text{14})</td>
</tr>
<tr>
<td>▶ Diagnosing the two most common types of lung cancer, which can be challenging even for experienced physicians. In 2018, a team of computational researchers reported a 97 percent accuracy rate from a system trained to diagnose these types of cancer.(^\text{15})</td>
</tr>
<tr>
<td>▶ Predicting the development of a variety of diseases with 93 percent accuracy overall, including cancers of the prostate, rectum, and liver,(^\text{16}) using natural language processing techniques. Mount Sinai Hospital developed a <em>deep learning algorithm</em> modeling the EHR to predict the development of these diseases.</td>
</tr>
<tr>
<td>▶ Predicting a woman’s future risk of breast cancer.(^\text{17}) Using deep learning models, researchers have yielded substantially improved risk discrimination over the current clinical standard, which uses breast density in factoring risk.</td>
</tr>
<tr>
<td>▶ Detecting skin cancers. While AI systems to detect skin cancer are still in their early stages,(^\text{18}) a study showed that a form of AI known as a deep learning convolutional neural network (CNN) misdiagnosed malignant melanomas less often than a group of 58 dermatologists.(^\text{19})</td>
</tr>
</tbody>
</table>

**Alleviating Physician Burnout**

Aside from the more direct ways in which AI can help improve diagnoses, many new and emerging healthcare systems are also designed to be assistive. By helping physicians tackle their workload with greater speed and efficiency, these automated technologies will free up time for doctors to focus on patients—which could help to improve communication and
AI could actually help improve regular physician diagnosis by creating a better managed, more streamlined environment. Miscommunication is a driver of misdiagnosis and malpractice claims, and AI benefits like reduced administration, fewer unnecessary patient visits, and informed second opinions could help optimize physician-patient time, and improve communication during visits.

**Risks of Healthcare AI Will Emerge**

At the same time we acknowledge the promise of AI, we must also remember that AI-driven technologies will almost inevitably introduce new risks for patients and clinicians. That will give patients new reasons to sue. In anticipation of the potential risks, the medical community must make important decisions about the regulation of AI and the necessary physician education.

AI may introduce liability scenarios we have never considered. As our board member Robert M. Wachter, MD, stated in a recent opinion piece, “In some cases, such as in the use of decision aids for straightforward acute problems, AI in health care may obviate the need for care by a human.”22 In such a scenario, how is liability assessed?

---

**Among the AI tools that are helping lessen the pressures on practicing physicians are those that can:**

- Manage workflow
- Provide a second opinion
- Help with preliminary triage
- Allow remote examination
- Assist with treatment management and dosage
- Allow voice control

“One of the most important potential outgrowths of AI in medicine is the gift of time. More than half of all doctors have burnout, a staggering proportion (more than one in four in young physicians) suffer frank depression....Burnout leads to medical errors, and medical errors in turn promote burnout. Something has to give. A better work-life balance—including more time with oneself, with family, friends, and even patients—may not be the fix. But it’s certainly a start.”

—Eric Topol, MD

from Deep Medicine: How Artificial Intelligence Can Make Healthcare Human Again21

---

ultimately diagnosis. Nearly half of all physicians believe documentation burdens or workload are the leading cause of burnout, according to the Future of Healthcare survey by The Doctors Company.20
The exact nature of the risks from AI will become clear when wide application of the technology yields enough related malpractice claims for a valid assessment. But the medical professional liability insurance industry is not waiting for that day to begin assessing the risks. It already is clear that our current laws and boundaries will not be appropriate in an era of digital medicine.

Here we present some of the inherent risks that must be examined when dealing with healthcare AI:

**Models trained on partial or poor data sets** can potentially show bias towards particular demographics that are represented more fully in the data (e.g., Caucasian). This could create high potential for poor recommendations, like false positives. (All datasets are partial as there is not a central reserve of health data.) It’s critical that system builders are able to explain and qualify their training data.

“*One major concern is trying to solve complex socially, culturally, and economically consequential problems using a high-power, intellectually potent machine that does not embody our values, and our cultural and emotional sensibilities. If not recognized and governed and supervised properly, such high-power machinery can result in socioeconomic displacement and injustice and inequality and do more harm than good in the long run.*”

—Parsa Mirhaji, MD, PhD  
Director, Center for Health Data Innovations  
Associate Professor, Systems and Computational Biology  
Albert Einstein College of Medicine  
Montefiore Medical Center Institute for Clinical and Translational Research (ICTR)

**General misdiagnosis** is also possible in a well-trained system; although an accuracy rate may be high according to a manufacturer, there will inevitably be times when AI gets it wrong. This is why it is important to have a human expert in the loop. We must also determine where the liability would sit if this mistake is carried through to a misdiagnosis.

**Overreliance on AI recommendations** could become problematic in the long run. As accuracy levels improve and are more highly publicized, there is a danger that health workers will refrain from challenging AI results even when their own education and experience suggests a different conclusion.

**Black box algorithms can generate suggestions** without being able to provide justification for them, which creates problems for the chain of accountability when something goes wrong.

**Cybersecurity issues will likely develop,** as they have with other technologies. Cyber criminals, for example, could misclassify machine learning–based medical predictions.23
“Healthcare is widely considered to be an easy and soft target because ‘who in their right mind would attack the weak and defenseless?...or so the thought goes! The fact is that healthcare presents a rich target for cyber criminals because of the value of the data hosted and processed.

The big question is how do we understand what we have on our networks, assess and quantify their threats and vulnerabilities, and remediate those risks in such a way that patients are not placed at potential harm from attack by medical device. How do we identify when one of these devices is behaving abnormally so we can swap it out before attempting to treat a patient based upon false data? How can we identify when a device has been compromised and is being used to attack the hospital? These are things that physicians, nurses, and biomedical technicians are not currently trained to look for!

Treat Cybersecurity risk in the same way you treat Patient Safety because the two are inextricably linked in today's connected digital healthcare environment. Many hospital CEOs, Boards of Directors and Ministers of Health haven't realized this yet. The sooner they do the better for all of us.”

—Richard Staynings
Chief Security Strategist
Cylera

We know that these risks will be supplemented or expanded when the technology is more widely adopted, and there is enough data on patient safety and malpractice claims related to its use. This was the pattern we saw over the time in which EHRs were widely adopted in healthcare; our early assessment of the potential risks and benefits proved to be largely accurate, yet other types of risk became clear once that technology became commonplace. Telemedicine is following a similar pattern.

We have already seen an increase in claims related to unintended consequences of the widespread adoption of EHRs. An analysis by The Doctors Company shows 216 claims in which EHRs contributed to injury from 2010 to 2018, up sharply from a low of seven cases in 2010. The average reached 22.5 cases per year in 2017 and 2018.

The Doctors Company and other insurers, along with EHR and telemedicine vendors, are responding to those risks now, and it is likely we will see the same sequence of events with AI. Just as with EHRs and telemedicine, the legitimate promises of AI will draw the attention of healthcare providers right away, but unanticipated liability risks will rear their heads later.
“Physicians and other healthcare providers have an obligation to educate themselves about the risks, benefits, and alternatives to all innovations in medical practice. At The Doctors Company, we are committed to assisting the medical professions in this endeavor, and are also concerned about liability implications, especially when algorithms play a bigger role in determining treatment.”

—David L. Feldman, MD, MBA, FACS
Chief Medical Officer
The Doctors Company and Healthcare Risk Advisors

CONCLUSION: BEFORE WHOLESALE DEPLOYMENT, KNOW THE RISKS

Clearly AI has the potential to reduce the frequency of medical malpractice litigation by improving the speed and accuracy of diagnoses. Nonetheless, the healthcare industry must have good foreknowledge of the risks before embracing wholesale deployment.

Errors are not always preventable, and it is important to have a clear understanding of the liability implications for physicians who choose to augment their practice with machine intelligence. U.S. law is still ambiguous, and legal scholars are studying how incidents of malpractice related to AI should be considered. Their suggestions range from creating the new status of “AI personhood,” which would require that technology be insured for such an eventuality, to an extension of common entity liability, which would hold all parties involved in the use liable.26

“There are issues related to liability and assignment of blame that are not well understood in healthcare and beyond (similar to those issues related to liability of self-driving cars). For example, at the moment the role and value of AI-generated insight is not well understood as part of the electronic medical records and standard of care. It is often accepted that a provider would dismiss or ignore an AI-generated risk score implying a serious condition. I.e., do nothing or do differently are currently acceptable options in the presence of an AI-driven contradictory insight. But what if this high score indicating a future adverse outcome, paired with a contradictory action (or lack thereof) by a provider, was cited as evidence of clinical error in a malpractice claim?”

—Parsa Mirhaji, MD, PhD
Physician-led bodies like the American Medical Association (AMA) also have called for oversight and regulation of healthcare AI systems. They call for the alignment of liability and incentives so those who best understand the AI system risks, and are best positioned to avert or mitigate harm related to AI, can do so through design, development, validation, and implementation.27

Physicians must seek training in the use of AI and adhere to the standards provided by the device companies. Training will also enable physicians to fully and clearly articulate potential harms to patients28 in order to obtain true informed consent.29 The AMA also has proposed that AI training should be incorporated as a standard component of medical education.30 Others have observed that hospitals and other practices are also key to ensuring proper development, implementation, and monitoring of protocols and best practices for use of AI systems in healthcare.31

Thoughtful physicians need to anticipate not only the exciting potential for AI to improve patient care, but also the dangerous unintended consequences that may arise. Only in practice will we truly understand the potential of this powerful new tool. The medical professional liability insurance industry faces distinct challenges with the implementation of AI in healthcare. What are the risks? How do we ensure that healthcare providers have the necessary insurance coverage? How do we fight for healthcare providers in court when they are threatened by frivolous claims involving AI?

The Doctors Company will take the lead in answering these questions and helping healthcare providers anticipate risks from AI before they become problems. We will watch closely for trends in AI-related claims and advise the healthcare community on how to avoid these risks and enhance patient safety. The Doctors Company will assess whether existing coverages are adequate to cover AI-related claims32 or if new types of liability insurance will be needed, all with the goal of allowing physicians to focus on caring for their patients instead of defending claims.


3 Survey of physicians conducted by The Doctors Company in July 2019 via Twitter and outreach to members: 1,786 respondents to question 1; 734 respondents to question 2; 755 respondents to question 3; and 643 respondents to question 4.


TAKING THE MAL OUT OF MALPRACTICE INSURANCE

We have a long history of transforming our industry and of service to the profession. Today, as health-care delivery continues to undergo unprecedented change, it is more important than ever to have a strong, trusted partner that helps you focus on what you do best—delivering care.

Providing expert guidance and resources to keep you in the know, no matter how you practice, is just one way we’re taking the mal out of malpractice insurance. Learn more at thedoctors.com.

CONTACT US
Our patient safety risk managers are here to assist you:

CALL 800.421.2368, extension 1243
EMAIL patientsafety@thedoctors.com
VISIT thedoctors.com/patientsafety